Abstract. Subjects operating a brain-computer interface (BCI) based on sensorimotor rhythms exhibit large variations in performance over the course of an experimental session. Here, we show that high-frequency $\gamma$-oscillations, originating in fronto-parietal networks, predict such variations on a trial-to-trial basis. We interpret this finding as empirical support for an influence of attentional networks on BCI-performance via modulation of the sensorimotor rhythm.
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Abstract. Subjects operating a brain-computer interface (BCI) based on sensorimotor rhythms exhibit large variations in performance over the course of an experimental session. Here, we show that high-frequency $\gamma$-oscillations, originating in fronto-parietal networks, predict such variations on a trial-to-trial basis. We interpret this finding as empirical support for an influence of attentional networks on BCI-performance via modulation of the sensorimotor rhythm.
1. Introduction

Subjects operating a non-invasive brain-computer interface (BCI) exhibit large variations in performance over the course of an experimental session. Consider Figure 1, displaying trial-to-trial variations in performance of one representative subject using a two-class motor-imagery BCI. Here, each cross represents one out of 120 trials, recorded over the course of 20 minutes. The y-axis represents the certainty of the employed machine-learning algorithm in decoding the subject’s intention, with the green and red regions indicating correctly and incorrectly classified trials, respectively (the details of the experimental paradigm and decoding procedure are described in Section 2). In the first minutes of the session, the subject was capable of communicating his intention to the BCI with perfect accuracy, with no trials falling into the red region. Several minutes into the session performance started to decline and reached chance-level after around 13 minutes. The subject’s performance started to recover only towards the end of the experiment. Such a temporal structure is quite typical for within-session variations in BCI-performance. As the decoding algorithm of a BCI is usually held fixed throughout a session (cf. [1–3] for notable exceptions), an explanation for these variations has to be found in the subjects’ brain states. The present article aims to identify (some of) the responsible brain processes.

Performance variations in brain-computer interfacing may be studied on several levels, ranging from anatomical [4] to psychological factors [5–8]. The focus of the present study on the neurophysiological level is motivated by the following considerations. Suppose that recordings from brain area $A$ are used for decoding a subject’s intention. Further, assume that there exists a brain region $B$ that does not provide any information on the subject’s goals, yet affects decoding performance by modulating neural activity in $A$. For example, it is conceivable that the neural substrate of attention modulates the strength of the sensorimotor-rhythm (SMR), thereby affecting performance in motor-imagery BCIs. There are at least four strategies by which such knowledge might be utilized. First, the initiation of a new trial could be delayed until a state of $B$ is observed that is likely to result in a successful inference of the subject’s intention. Second, neurofeedback on activity levels of $B$ might be used to teach subjects how to acquire and maintain a state-of-mind beneficial for operating a BCI. Third, area $B$ could be stimulated, e.g., by transcranial direct current stimulation (TDCS), in order to induce the desired state-of-mind. And fourth, activity levels in $B$ could be used to adapt the decoding algorithm to potential non-stationarities that $B$ might induce in the feature space recorded from $A$.

Recently, Blankertz et al. demonstrated that the resting-state amplitude of the SMR, i.e., oscillations in the $\mu$- (9-14 Hz) and $\beta$-range (20-30 Hz) over sensorimotor areas, predicts subsequent performance in a motor-imagery BCI [9]. This important insight might be used to enhance BCI-performance by adopting the first two strategies discussed above, i.e., either by delaying the initiation of a new trial until a subject displays a strong SMR or by training the subject to generate a strong resting-state SMR.
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It is not suited, however, for the remaining two strategies. These require brain processes that are related to BCI-performance yet do not overlap with those processes used for decoding. In recent work, we have presented empirical evidence for such processes [10]. We could demonstrate that spatially distributed oscillations in the high γ-range (55-85 Hz) are correlated with the extent of SMR-modulation induced by motor-imagery, yet do not provide information on the type of motor-imagery performed by a subject. This led us to hypothesize that they are generated by attentional processes that modulate sensorimotor areas.

In the present article, we extend this line of work. We present empirical evidence that oscillations in the high γ-range are not only correlated with BCI-performance, but can further be used to predict performance on a trial-to-trial basis. We investigate the cortical origins of these oscillations and quantify their relevance for research on BCIs in terms of classification accuracy. We argue that our results provide evidence for an influence of attentional networks on BCI-performance via modulation of the sensorimotor μ-rhythm and suggest novel strategies to reduce variations in BCI-performance. A preliminary version of this work has been published in [11].

2. Methods

2.1. Experimental paradigm

Subjects were placed in a comfortable chair approximately 1.5 m in front of a computer screen and were instructed to perform motor imagery of either the left or the right hand as indicated on the screen. Each trial started with a black screen and a centrally displayed gray fixation cross, subsequently denoted as the baseline period, during which subjects were told to sit quietly and relax. After a randomly chosen delay between 3.5 and 4.5 s, a gray block appeared on either the left- or right hand side of the screen, instructing subjects to initiate motor imagery of the respective hand. This block disappeared again after 6 s, indicating the end of the trial and start of the subsequent baseline period. In each session, 30 trials per condition were recorded in pseudo-randomized order. Each subject performed two sessions with a brief intermission in between, resulting in a total of 120 trials per subject. Prior to participation, each subject gave informed consent in accordance with guidelines set by the Max Planck Society.

2.2. Experimental data

During the experimental sessions, EEG was recorded at 121 electrodes (placed according to the extended 10-20 system) at a sampling rate of 500 Hz using a QuickAmp amplifier (BrainProducts GmbH, Gilching, Germany) with a built-in common-average reference. Electrode FzA was used as the ground electrode, and recordings were re-referenced to common average reference offline. Fourteen subjects (S1–S14) participated in this study, none of whom had known neurological disorders (five female, mean age 25.14
years with a standard deviation of 3.39 years, eleven right-handed). Four subjects had previously participated in studies involving motor imagery (S1, S2, S3, and S6). We aimed for impedances below 10 kΩ at the start of the experiment. Electrodes exceeding this threshold, as well as those deemed to be noisy by visual inspection, were switched off by manually connecting them to the ground channel of the amplifier. None of the subjects participating in the present study participated in the study reported in [10].

2.3. Independent component analysis & artifact correction

In any non-invasive recording of the electromagnetic field of the brain, the activity of cortical sources may be obscured by artifactual components such as ocular- or muscular artifacts [12, 13]. To decrease the probability of data contamination by artifactual sources, we employed independent component analysis (ICA) to decompose the recorded EEG signals into (ideally) statistically independent components (ICs) [14, 15]. Specifically, the recorded data of each subject was first high-pass filtered using a 3rd order Butterworth filter with a cut-off frequency of 3 Hz, then reduced to 64 components by principal component analysis (PCA), and finally separated into ICs using the SOBI-algorithm [16]. ICs were rejected as artifactual if at least one of the following four criteria was met: (1) The spectrum did not show the 1/f-behaviour typical of cortical sources. In particular, sources that displayed a monotonic increase in spectral power starting around 20 Hz were rejected, as this is characteristic for muscular activity [13]. (2) Eye blinks were detectable in the time-series. (3) The topography did not show a dipolar pattern. (4) The time-series appeared to be contaminated by other noise sources such as 50 Hz line noise or large spikes. The time-series of the non-rejected ICs and their associated topographies were stored for subsequent analysis.

2.4. Decoding procedure

We adopted a standard decoding procedure in order to make our results applicable for a typical BCI-setup [17]. First, the non-rejected ICs were reprojected to the scalp. Then, a Laplacian filter was applied to the recorded data [18], and 18 channels, covering left- and right sensorimotor areas (C1, C3, C5, C3A, C5A, FC3, C3P, C5P, CP3, C2, C4, C6, C4A, C6A, FC4, C4P, C6P, CP4), were selected for further analysis. For each trial, log-bandpower was computed at every electrode in frequency bands of 2 Hz width, ranging from 7–15 Hz (the reason for the focus on the µ-rhythm is discussed in Section 4). Only the first 5.5 s of each motor-imagery phase were used for bandpower computation. This was carried out with a fast Fourier transform (FFT) in conjunction with a Hann window. The resulting (18 × 5 = 90)-dimensional feature space was then used to train a linear ν-support vector machine (νSVM) to discriminate trials of left- vs. trials of right-hand motor imagery [19]. In order to avoid overfitting, a 12-fold cross-validation procedure was employed. Parameter selection of the νSVM was performed by 10-fold cross-validation on each of the 12 outer folds.
2.5. A trial-wise measure of BCI-performance

In order to measure BCI-performance on a trial-to-trial basis, the following metric was adopted [10]: For each subject, the scalar decision value of the $\nu$SVM in the $i^{th}$ trial was multiplied by the trial’s true class label $c_i \in \{-1, +1\}$. The resulting variable, subsequently denoted as the SMR quality score (SMRq), represents easy to classify trials by large positive values, uncertain trials by small values, and incorrectly classified trials by negative values. It thereby measures the capability of a subject to induce a lateralization of the SMR on a trial-to-trial basis, which facilitates an investigation of within-session variations in BCI-performance (cf. Figure 1, displaying the observed SMRq for Subject S1). We discuss the relation of the SMRq to average classification accuracy in Section 3.4.

2.6. Predicting trial-to-trial variations in BCI-performance

Prediction of the SMRq from bandpower in the $\gamma$-range was performed for each subject independently by linear regression. For each trial, log-bandpower in the high $\gamma$-range (70-80 Hz) was computed for every non-rejected IC, using only the last two seconds of each trial’s baseline, i.e., a time-window in which the subject did not know yet which type of motor-imagery to perform next. For the $i^{th}$ trial, the ICs’ baseline power in the high $\gamma$-range is subsequently denoted by the vector $\gamma_i$. The sequence $[\gamma_1, \ldots, \gamma_{120}]$ was then low-pass filtered with a causal 3rd-order Butterworth filter with cut-off frequency 0.001 Hz. The rationale for this focus on very slow modulations of $\gamma$-power is discussed in Section 4. Finally, a linear regression model of the form

$$\text{SMRq}_i = a^T \gamma_i + b + \epsilon_i$$

(1)

with parameters $\{a, b\}$ and i.i.d. noise $\epsilon \sim \mathcal{N}(0, \sigma)$ was learned by least-squares regression. The accuracy of this model was evaluated by computing Pearson’s correlation coefficient between measured and predicted SMRq with a 10-fold cross-validation procedure. Group-level prediction accuracy was evaluated by first standardizing the predicted/measured SMRq-values within each subject and then pooling across subjects.

2.7. Source localization

In order to identify which cortical areas predict BCI-performance, the regression weights in (1) were projected to the cortical level. First, the cortical origins of each IC used in (1) were localized using the BrainStorm toolbox [20]. A distributed source model with minimum-norm estimation was selected for this purpose, based on a standard head-model and standard electrode locations. The obtained cortical activation pattern of each IC was then weighted by its regression coefficient in (1) prior to averaging the patterns across all ICs associated with one individual subject. This resulted in one cortical map for each subject, displaying how $\gamma$-power at each cortical location enters into the prediction of the SMRq. These maps were then averaged across all subjects to obtain a grand-average plot.
3. Experimental Results

3.1. Decoding accuracy

The second column of Table 1 lists the classification results for distinguishing left-vs right-hand motor imagery. As is typical in BCI-studies on motor imagery, classification accuracies vary substantially, ranging from 50% to 95% with a mean of 70.1%. For \( N = 120 \) trials, an accuracy of 57.5% is required to reject the null-hypothesis of chance-level performance at significance level \( \alpha = 0.05 \) [21]. As such, the null-hypothesis could not be rejected for four of the 14 subjects (S7, S9, S11, and S14).

3.2. Trial-to-trial performance prediction

On the group-level, a correlation coefficient of \( \rho_{\text{SMRq}} = +0.10 \) was found between the measured and predicted SMRq (third column of Table 1). This is sufficient to reject the null-hypothesis of zero-correlation with \( p \leq 0.0001 \) (\( N = 1680 \), random permutation test with 10,000 iterations [22]), which provides strong support for the conclusion that \( \gamma \)-range oscillations can be used to predict BCI-performance on a trial-to-trial basis.

On the single-subject level, correlations ranged from +0.42 to −0.19. Figure 2 displays the measured and predicted SMRq for subject S1 (\( \rho_{\text{SMRq}} = +0.42 \), left panel) and subject S11 (\( \rho_{\text{SMRq}} = −0.17 \), right panel). Slow drifts in performance in subject S1, i.e., on a time-scale of several minutes, are very well predicted by \( \gamma \)-power. Faster variations on a scale of several seconds, on the other hand, are not represented by the predicted SMRq. In subject S11, only variations in performance on a short time-scale are apparent, resulting in a poor prediction of the SMRq. In general, the SMRq could be predicted very well in subjects that exhibited performance variations predominantly on a time-scale of several minutes. Subjects in whom faster variations dominated did not show good prediction results. This is quantified in Figure 3, showing the measured SMRqs’ spectra for subjects with positive and negative \( \rho_{\text{SMRq}} \).

3.3. Source localization

Figure 4 displays the grand-average cortical map of regression weights used to predict BCI-performance (cf. Section 2.7). For better visualization, voxels with absolute activation smaller than 0.3 are displayed in gray. The map indicates that differences in \( \gamma \)-power between two fronto-parietal networks predict BCI-performance.

3.4. Relevance in terms of classification accuracy

In order to quantify the relevance of \( \gamma \)-power for BCIs in terms of average classification accuracy, Figure 5 displays group-average accuracy as a function of predicted SMRq. Here, all trials, that do not exceed a certain predicted SMRq, are discarded prior to computation of the classification accuracy. The resulting accuracy is relevant for the first
strategy outlined in Section 1, i.e., for rejecting trials that are unlikely to be correctly decoded.

By successively rejecting more and more trials, mean classification accuracy can be increased from 70.1% to 85%. While this is a substantial gain of +14.9%, it requires rejecting the majority of trials (92.9%). In practice, a sensible trade-off between enhanced accuracy and amount of rejected trials would have to be selected. It is noteworthy that classification performance decreases again if more than 92.9% of trials are rejected. This indicates that the linear model in (1) may not be adequate for predicting BCI-performance if extreme values of $\gamma$-power are observed.

4. Discussion

In this article, we have presented empirical evidence that differences in $\gamma$-power between two fronto-parietal networks can be used to predict BCI-performance on a trial-to-trial basis. This finding provides support for an eminent role of attentional networks in brain-computer interfacing: The positively-weighted areas in Figure 4 bear a close resemblance to the fronto-parietal network found to be activated during focused attention and working memory, while the negative weights are in good correspondence with cortical areas associated with the default-mode network [23–25]. Furthermore, resting-state activity in these networks is known to fluctuate at very low frequencies (< 0.1 Hz) [26,27], which is consistent with the temporal variations in BCI-performance reported here (cf. Figure 3). We thus interpret our results as providing support for an influence of attentional networks on BCI-performance via modulation of the $\mu$-rhythm.

As outlined in Section 1, there are multiple strategies by which our results might be used to enhance BCI performance. While we have demonstrated the feasibility of the first strategy, i.e., discarding trials that are unlikely to result in a correct inference of the subject’s goal, significant gains in performance require a substantial reduction of the number of usable trials (cf. Figure 5). However, linear models may not be optimal for representing the relationship of $\gamma$-power and BCI-performance. It remains to be investigated whether more substantial gains can be achieved by non-linear models. Regarding the remaining strategies discussed in Section 1, the predictive power of $\gamma$-oscillations establishes attentional networks as potential causes of variations in BCI-performance [28,29]. This is in agreement with our previous findings [10] and indicates that it may be feasible to use neurofeedback of fronto-parietal $\gamma$-power for teaching subjects how to induce a state-of-mind beneficial for operating a BCI. It remains to be established if subjects can learn how to volitionally modulate activity in these networks.

To conclude, we would like to emphasize that we have uncovered only a small aspect of BCI-performance variations. For instance, motor-imagery BCIs typically employ the $\mu$- and the $\beta$-rhythm for decoding [30]. As these rhythms are likely to represent different neuronal processes [31], we have decided to solely focus on the $\mu$-rhythm. Similar results to those reported here can also be obtained for $\beta$-rhythms, but are beyond the scope of this article. Furthermore, variations in BCI-performance take place on diverse time-
scales, ranging from several seconds to multiple minutes (cf. Figure 3). We found the power of fronto-parietal γ-oscillations to only predict those occurring on a time-scale of several minutes. In fact, we found the low-pass filtering of baseline γ-power across trials, as described in Section 2.6, a prerequisite for obtaining good predictions. Finally, the results reported here apply to healthy subjects only. As activity in the default-mode network has been found to be altered in patients diagnosed with amyotrophic lateral sclerosis (ALS) [32], we hope that our findings may also help to explain the current failure of patients in late stages of ALS to communicate via a BCI. Substantial work remains to be done to fully understand the neural determinants of good and bad BCI-performance in healthy subjects and patient populations.
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Table 1. Decoding accuracy (second column) and correlation coefficient between measured and predicted SMRq (third column).

<table>
<thead>
<tr>
<th>Subject</th>
<th>$P_a$ [%]</th>
<th>$\rho_{SMRq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>83.3</td>
<td>+0.42</td>
</tr>
<tr>
<td>S2</td>
<td>95.0</td>
<td>+0.41</td>
</tr>
<tr>
<td>S3</td>
<td>85.8</td>
<td>-0.12</td>
</tr>
<tr>
<td>S4</td>
<td>80.0</td>
<td>+0.10</td>
</tr>
<tr>
<td>S5</td>
<td>66.7</td>
<td>+0.08</td>
</tr>
<tr>
<td>S6</td>
<td>70.0</td>
<td>+0.18</td>
</tr>
<tr>
<td>S7</td>
<td>52.5</td>
<td>+0.14</td>
</tr>
<tr>
<td>S8</td>
<td>64.2</td>
<td>+0.16</td>
</tr>
<tr>
<td>S9</td>
<td>52.5</td>
<td>+0.09</td>
</tr>
<tr>
<td>S10</td>
<td>82.5</td>
<td>+0.11</td>
</tr>
<tr>
<td>S11</td>
<td>55.8</td>
<td>-0.17</td>
</tr>
<tr>
<td>S12</td>
<td>69.2</td>
<td>-0.19</td>
</tr>
<tr>
<td>S13</td>
<td>73.3</td>
<td>+0.06</td>
</tr>
<tr>
<td>S14</td>
<td>50.0</td>
<td>+0.04</td>
</tr>
<tr>
<td>Group</td>
<td>70.1</td>
<td>+0.10</td>
</tr>
</tbody>
</table>
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Figure 1. Trial-to-trial variations in BCI-performance of one representative subject over the course of one experimental session. See text for details.

Figure 2. Measured and predicted SMRq for subject S1 (left panel) and subject S11 (right panel). Note that the predicted SMRq explains variations in BCI-performance on a time scale of several minutes (as predominantly seen in subject S1), but fails to account for variations on the order of seconds (that dominate in subject S11).
Figure 3. Spectra of measured SMRq averaged across subjects with $\rho_{\text{SMRq}} > 0$ and $\rho_{\text{SMRq}} < 0$. The former group displays a peak at 0.002 Hz, while the SMRq of the latter group is dominated by a peak at 0.046 Hz.
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Figure 4. Grand-average cortical map of regression weights used to predict BCI-performance (normalized units and thresholded at 30%). Performance is predicted from differences in γ-power between two fronto-parietal networks. See Section 2.7 for details.
Figure 5. Group-average classification accuracy as a function of minimum predicted SMRq.