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Abstract

We study the problemof domaintransferfor a supervisedclassi�cation task in
mRNA splicing. We considera numberof recentdomaintransfermethodsfrom
machinelearning,including some thatarenovel, andevaluatethemon genomic
sequencedatafrom modelorganismsof varying evolutionarydistance.We � nd
thatin caseswheretheorganismsarenot closelyrelated,theuseof domainadap-
tationmethodscanhelpimproveclassi�cationperformance.

1 Intr oduction

Ten yearsago,an eight-yearlastingcollaborative effort resultedin the �rst completelysequenced
genomeof a multi-cellular organism,the free-living nematodeCaenorhabditiselegans. Today, a
decadeaftertheaccomplishmentof this landmark,23eukaryoticgenomeshavebeencompletedand
morethan400areunderway. Thegenomicsequencebuilds thebasisfor a largebodyof researchon
understandingthebiochemicalprocessesin theseorganisms.Typically, themorecloselyrelatedthe
organismsare,themoresimilar thebiochemicalprocesses.It is thehopeof biologicalresearchthat
by analyzinga wide spectrum of modelorganisms,onecanapproachanunderstandingof the full
biologicalcomplexity. Forsomeorganisms,certainbiochemicalexperimentscanbeperformedmore
readilythanfor others,facilitatingtheanalysisof particularprocesses.This understandingcanthen
betransferred to otherorganisms,for instanceby verifying or re�ning modelsof theprocesses—at
a fraction of theoriginal cost. This is but one exampleof a situationwheretransferof knowledge
acrossdomainsis fruitful.

In machinelearning,the above informationtransferis calleddomainadaptation, whereoneaims
to usedataor a model of a well-analyzedsource domainto obtain or re�ne a model for a less
analyzedtarget domain. For supervisedclassi�cation, this correspondsto thecasewherethereare
amplelabeledexamples(x i ; yi ); i = 1; : : : ; m for thesourcedomain,but only few suchexamples
(x i ; yi ); i = m + 1; : : : ; m + n for the targetdomain(n � m). Theexamplesareassumedto be
drawn independently from thejoint probabilitydistributionsPS (X ; Y ) andPT (X ; Y ), respectively.
ThedistributionsPS (X ; Y ) = PS (Y jX ) � PS (X ) andPT (X ; Y ) = PT (Y jX ) � PT (X ) candiffer
in severalways:

(1) In theclassicalcovariateshift case,it is assumedthatonly thedistributionsof theinputfeatures
P(X ) variesbetweenthe two domains: PS (X ) 6= PT (X ). The conditional,however, remains
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invariant,PS (Y jX ) = PT (Y jX ). For a given featurevectorx the label y is thusindependentof
the domainfrom which the examplestems. An examplethereofwould be if a function of some
biological material is conserved betweentwo organisms,but its composition haschanged(e.g.a
partof achromosomehasbeen duplicated).

(2) In a moredif�cult scenariotheconditionalsdiffer between domains,PS (Y jX ) 6= PT (Y jX ),
while P(X ) mayor maynot vary. This is themorecommoncasein biology. Here,two organisms
may have evolved from a commonancestoranda certainbiological function may have changed
due to evolutionary pressures.The evolutionary distancemay be a good indicator for how well
the function is conserved. If this distance is small,we have reasonto believe that theconditionals
maynot becompletelydifferent, andknowledgeof oneof themshouldthenprovide us withsome
informationalsoabouttheotherone.

While suchknowledgetransferis crucial for biology, andperformedby biologistson a daily basis,
surprisinglylittle work hasbeendoneto exploit it usingmachinelearningmethodson biological
databases.The presentpaperattemptsto �ll this gap by studyinga realistic biological domain
transferproblem,takinginto accountseveralof therelevantdimensionsin a commonexperimental
framework:

� methods— over thelastyears,the�eld of machinelearninghasseena strongincreasein
interestin thedomainadaptationproblem,re�ectedfor instanceby arecentNIPSworkshop

� domaindistance— rangingfrom closeorganisms,wheresimply combiningtraining sets
doesthejob, to distantorganismswheremoresophisticatedmethodscanpotentially show
their strengths

� datasetsizes— whetheror not it is worth transferringknowledgefrom adistantorganism
is expectedto dependon theamount of dataavailablefor thetargetsystem

With theabove in mind,weselectedtheproblemof mRNA splicing(seeFigureA1 in theAppendix
for moredetails)to assay theabove dimensionsof domainadaptationon a taskwhich is relevantto
modernbiology. Thepaperis organizedasfollows: In Section2, we will describetheexperimen-
tal designincluding the datasets, theunderlyingclassi�cationmodel,andthe modelselection and
evaluationprocedure.In Section3 wewill brie�y review anumberof known algorithmsfor domain
adaptation,andproposecertain variations.In Section4 weshow theresultsof ourcomparisonwith
abrief discussion.

2 Experimental Design

2.1 A Family of Classi�cati on Problems

We considerthe task of identifying so-calledacceptorsplice siteswithin a large set of potential
splice sitesbasedon a sequencewindow arounda site. The idea is to consider the recognition
of splicesitesin differentorganisms:In all cases,we usedthe very well studiedmodelorganism
C. elegansasthesourcedomain.As targetorganismswe chosetwo additionalnematodes, namely,
theclose relative C. remanei, which divergedfrom C. elegans 100million yearsago[10], andthe
moredistantly relatedP. paci�cus, a lineagewhich hasdiverged from C. elegansmore than200
million yearsago [7]. As a third target organismwe usedD. melanogaster, which is separated
from C. elegansby 990 million years[11]. Finally, we considerthe plant A. thaliana, which has
divergedfrom the otherorganismsmorethan1,600million yearsago. It is assumedthat a larger
evolutionarydistancewill likely alsohave led to an accumulation of functionaldifferencesin the
molecularsplicing machinery. We thereforeexpectthat the differencesof classi�cation functions
for recognizingsplicesitesin theseorganismswill increasewith increasingevolutionarydistance.

2.2 The Classi�cation Model

It hasbeendemonstratedthat SupportVectorMachines(SVMs) [1] arewell suited for the task of
splicesite predictionsacrossa wide rangeof organisms[9]. In this work, the so-calledWeighted
Degreekernelhasbeenusedto measurethesimilarity betweentwo examplesequencesx andx0 of
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In our previous studywe have usedsequencesof lengthL = 140andsubstringsof length` = 22
for splice sitedetection[9]. With thefour-letterDNA sequencealphabetf A; C; G; Tg this leadsto
a very high dimensionalfeaturespace(> 1013 dimensions).Moreover, to archive thebestclassi�-
cationperformance,a largenumberof trainingexamplesis very helpful ([9] usedup to 10 million
examples).

For the designedexperimentalcomparisonwe hadto run all algorithmsmany timesfor different
trainingsetsizes,organismsandmodelparameters.We chosethesourceandtarget trainingsetas
largeaspossible–inourcaseatmost100,000examplesperdomain.Moreover, notfor all algorithms
wehadef�cient implementationsavailablethatcanmakeuseof kernels. Hence,in orderto perform
this study and to obtain comparableresults, we had to restrict ourselves to a casewere we can
explicitly work in the featurespace,if necessary(i.e. ` not muchlarger thantwo). We chose` =
1. Note, that this choicedoesnot limit the generalityof this study, as there is no strongreason,
why ef�cient implementationsthat employ kernelscould not be developedfor all methods. The
developmentof largescalemethods,however, wasnot themainfocusof this study.

Notethattheabovechoicesrequiredanequivalentof about1500daysof computingtimeonstate-of-
the-artCPUcores.We thereforerefrainedfrom includingmoremethods,examplesor dimensions.

2.3 Splits and Model Selection

In the �rst set of experimentswe randomlyselecteda sourcedatasetof 100,000examplesfrom
C. elegans, while datasetsof sizes2,500,6,500, 16,000,40,000and 100,000were selectedfor
eachtargetorganism.Subsequentlywe performeda secondsetof experimentswherewe combined
severalsources.For our comparisonwe used25,000labeledexamplesfrom eachof four remaining
organismsto predict on a target organism. We ensuredthat the positives to negatives ratio is at
1/100for all datasets.Two thirdsof eachtargetsetwereusedfor training,while onethird wasused
for evaluationin thecourseof hyper-parametertuning.1 Additionally, testsetsof 60,000examples
weresetasidefor eachtarget organism. All experimentswererepeatedthreetimeswith different
trainingsplits(sourceandtarget),exceptthelastonewhich alwaysusedthefull dataset.Reported
will betheaverageareaundertheprecision-recall-curve (auPRC) andits standarddeviation,which
is considereda sensiblemeasurefor imbalancedclassi�cation problems.The dataandadditional
informationwill bemadeavailable for downloadonasupplementarywebsite.2

3 Methods for Domain Adaptation

Regardingthe distributional view that waspresentedin Section1, the problemof splice site pre-
diction canbe affectedby both evils simultaneously, namely PS (X ) 6= PT (X ) andPS (Y jX ) 6=
PT (Y jX ), which is also the most realisticscenarioin the caseof modelingmostbiological pro-
cesses.In this paper, we will thereforedrop theclassicalcovariate shift assumption,andallow for
differentpredictive functions PS (Y jX ) 6= PT (Y jX ).

3.1 BaselineMethods (SVMS and SVMT )

As baselinemethodsfor thecomparisonwe considertwo methods:(a) trainingon thesourcedata
only (SVMS ) and(b) trainingon the targetdataonly (SVMT ). For SVMS we usethesourcedata
for traininghowever we tunethe hyper-parameteron the availabletargetdata. For SVMT we use
theavailabletargetdatafor training(67%) andmodelselection(33%). Theresultingfunctionsare

f S (x) = h�( x); wS i + bS and f T (x) = h�( x); wT i + bT :
1Detailson thehyper-parametersettingsand tuningareshown in TableA2 in theappendix.
2http://www.fml.mpg. de/raetsch/projects/genomedomainadaptation



3.2 ConvexCombination (SVMS+SVMT )

Themoststraightforward ideafor domainadaptationis to reusethe two optimal functions f T and
f S asgeneratedby thebaseline methodsSVMS andSVMT andcombinethemin aconvex manner:

F (x) = � f T (x) + (1 � � )f S (x):

Here,� 2 [0; 1] is theconvex combinationparameterthat is tunedon theevaluationset(33%) of
thetargetdomain.A greatbene�t of this approachis its ef�ciency.

3.3 WeightedCombination (SVMS+ T )

Another simple idea is to train the methodon the union of sourceand target data. The relative
importanceof eachdomainis integratedinto the loss term of the SVM and can be adjustedby
settingdomain-dependentcostparametersCS andCT for them andn trainingexamplesfrom the
sourceandtargetdomain,respectively:

min
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2
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m + nX
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� i (2)

s.t. yi (hw; �( x i )i + b) � 1 � � i 8i 2 [1; m + n]
� i � 0 8i 2 [1; m + n]

Thismethodhastwo modelparametersandrequirestrainingon theunionof thetrainingsets.Since
the computationtime of most classi�cation methodsincreasessuper-linearly and full model se-
lection may requireto train many parametercombinations,this approachis computationallyquite
demanding.

3.4 Dual-task Learning (SVMS;T )

Oneway of extendingthe weightedcombinationapproachis a variantof multitask learning[2].
Theideais to solve thesourceandtargetclassi�cationproblemssimultaneouslyandcouplethetwo
solutionsvia aregularizationterm.This ideacanberealizedby thefollowing optimizationproblem:

min
w S ;w T ;�

1
2

kwS � wT k2 + C
m + nX

i =1

� i (3)

s.t. yi (hwS ; �( x i )i + b) � 1 � � i 8i 2 1; : : : ; m
yi (hwT ; �( x i )i + b) � 1 � � i 8i 2 m + 1; : : : ; m + n
� i � 0 8i 2 1; : : : ; m + n

Pleasenotethatnow wS andwT areoptimized.Theaboveoptimizationproblemcanbesolvedus-
ing astandardQP-solver. In apreliminaryexperimentweusedtheoptimizationpackageCPLEXto
solvethisproblem,whichtook too longasthenumberof variablesis relatively large.Hence,wede-
cidedto approximatethesoft-margin lossusingthelogistic lossl(f (x); y) = log(1+ exp(� yf (x)))
andto useaconjugategradientmethod3 to minimizetheresultingobjective functionin termsof wS
andwT .

3.5 Kernel Mean Matching (SVMS! T )

Kernelmethodsmapthedatainto a reproducingkernelHilbert space(RKHS) by meansof a map-
ping � : X ! H relatedto a positive de�nite kernelvia k(x; x0) = h�( x); �( x0)i . Depending
on thechoiceof kernel,thespaceof H maybespannedby a largenumber of higherorderfeatures
of thedata.In suchcases,higherorderstatisticsfor a setof input pointscanbecomputedin H by
simply takingthemean(i.e., the�rst orderstatistics).In fact, it turnsout that for a certainclassof
kernels,themapping

� : (x1; : : : ; xn ) 7!
1
n

nX

i =1

�( x i )

3WeusedCarlRasmussen'sminimize function.



is injective [5] — in otherwords,given knowledgeof (only) the mean(the right handside),we
cancompletely reconstructthesetof points. For a characterizationof this classof kernels,seefor
instance[4]. It is oftennot necessaryto retain all information(indeed,it maybeusefulto specify
which information we want to retain and which one we want to disregard, see[8]). Generally
speaking,thehigherdimensionalH , themoreinformationis containedin themean.

In [6] it wasproposed thatonecouldusethis for covariateshift adaptation,moving themeanof a
sourcedistribution (over the inputsonly) towardsthemeanof a targetdistribution by re-weighting
the sourcetraining points. We have appliedthis to our problem,but found that a variantof this
approachperformedbetter. In this variant, we do not re-weightthe sourcepoints,but rather we
translateeachpoint towardsthemeanof thetargetinputs:

�̂( x j ) = �( x j ) � �

 
1
m

mX

i =1

�( x i ) �
1
n

m + nX

i = m +1

�( x i )

!

8j = m + 1; : : : ; m + n:

This also leadsto a modi�ed sourceinput distribution which is statisticallymore similar to the
targetdistributionandwhich canthusbeusedto improveperformancewhentraining thetargettask.
Unlike [6], we do have acertainamountof labelsalsofor the targetdistribution. We make useof
themby performingtheshift separatelyfor eachclassy 2 f� 1g:

�̂( x j ) = �( x j ) � �
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for all j = m + 1; : : : ; m + n with yj = y, wheremy andny arethenumberof sourceandtarget
exampleswith label y, respectively. The shiftedexamplescannow be usedin differentways to
obtaina�nal classi�er. Wedecidedto usetheweightedcombinationwith CS = CT for comparison.

3.6 FeatureAugmentation (SVMS� T )

In [3] amethodwasproposedthataugmentsthefeaturesof sourceandtargetexamplesin adomain-
speci�c way:

�̂( x) = (� (x); �( x); 0)> for i = 1; : : : ; m

�̂( x) = (� (x); 0; �( x))> for i = m + 1; : : : ; m + n:
The intuition behindthis idea is that thereexist onesetof parametersthat modelsthe properties
commonto both setsand two additionalsetsof parametersthat model the speci�cs of the two
domains.It caneasilybeseen thatthekernelfor theaugmentedfeaturespacecanbecomputedas:

kAU G (x i ; x i ) =
�

2h�( x i ); �( x j )i if [[i � m]] = [[j � m]]
h�( x i ); �( x j )i otherwise

This meansthat the“similarity” betweentwo examplesis two timesashigh, if theexampleswere
drawn from thesamedomain,asif they weredrawn from differentdomains.Insteadof thefactor2,
usedahyper-parameterB in thefollowing.

3.7 Combination of Several Sources

Most of theabove algorithmscanbeextendedin oneway or anotherto integrateseveral sourcedo-
mains.In this work we consideronly threepossiblealgorithms:(a) convex combinationsof several
domains,(b) KMM on severaldomainsand(c) anextensionof thedual-tasklearningapproachto
multi-tasklearning.Webrie�y describethesemethodsbelow:

Multiple Convex Combinations (M-SVMS+SVMT ) Themostgeneralversionwould be to op-
timize all convex combinationcoef�cients independently. If donein a grid-search-like manner, it
becomesprohibitive for morethansaythreesourcedomains.In principle, onecanoptimizethese
coef�cients alsoby solvinga linearprogram.In preliminaryexperimentswe tried bothapproaches
andthey typically did notlead to betterresultsthanthefollowing combination:

F (x) = � f T (x) + (1 � � )
1

jSj

X

S2S

f S (x);

whereS is the set of all consideredsourcedomains. We thereforeonly consideredthis way of
combiningthepredictions.



Multiple KMM (M-SVMS! T ) Here,weshift thesourceexamplesof eachdomainindependently
towardsthe targetexamples,but by thesamerelative distance(� ). Thenwe train oneclassi�er on
theshiftedsourceexamplesaswell asthetargetexamples.

Multi-task Learning (M-SVMS;T ) Weconsiderthefollowing versionof multi-tasklearning:

min
f w D gD 2D ;�

1
2

X

D 1 2D

X

D 2 2D


 D 1 ;D 2 kwD 1 � wD 2 k2 +
X

i

� i (4)

s.t. yi (hwD j ; �( x i )i + b) � 1 � � i (5)
� i � 0

for all examples(x i ; yi ) in domainD j 2 D, whereD is thesetof all considereddomains. 
 is aset
of regularizationparameters,whichweparametrizedby two parametersCS andCT in thefollowing
way: 
 D 1 ;D 2 = CS if D1 andD2 aresourcedomainsandCT otherwise.

4 Experimental Results

We considered two differentsettingsfor the comparison.For the �rst experiment we assumethat
thereis onesourcedomain with enoughdatathat shouldbe usedto improve the performancein
the target domain. In the secondsettingwe analyzewhetheronecanbene�t from several source
domains.

4.1 SingleSourceDomain

Due to spaceconstraints,we restrictourselves to presentinga summaryof our resultswith a fo-
cus on bestand worst performingmethods. The detailedresultsare given in Figure A2 in the
appendix,whereweshow themedianauPRCof themethodsSVMT , SVMS , SVMS! T , SVMS+ T ,
SVMS+SVMT , SVMS� T andSVMS;T for the consideredtasks. The summaryis given in Fig-
ure1, wherewe illustratewhichmethodperformedbest(green),similarly well (within acon�dence
interval of � =

p
n) asthebest(light green),considerablyworsethanthe best(yellow), not signi�-

cantlybetterthantheworst(light red)or worst(red).Fromtheseresultswecanmake thefollowing
observations:

1. Independentof the task,if thereis very little target dataavailable,the training on source
dataperformsmuchbetterthantraining on the target data. Conversely, if thereis much
targetdataavailablethentraining on it easilyoutperformstrainingthesourcedata.

2. For a largerevolutionarydistanceof thetargetorganismsto source organismC. elegans, a
relatively small numberof targettrainingexamplesfor theSVMT approachis suf�cient to
achieve similar performanceto the SVMS approach,which is alwaystrainedon 100,000
examples.Wecall thenumberof targetexampleswith equalsourceandtargetperformance
thebreak-evenpoint. For instance,for thecloselyrelatedorganismC. remaneioneneeds
nearlyasmany targetdataassourcedatato achieve thesameperformance.For themost
distantlyrelatedorganismA. thaliana, lessthan10%targetdatais suf�cient to outperform
thesourcemodel.

3. In almostall cases,theperformanceof domainadaptionalgorithmsis considerablyhigher
thansource(SVMS ) andtargetonly (SVMT ). Thisis mostpronounced nearthebreak-even
point,e.g.3% improvementfor C. remaneiand14%for D. melanogaster.

4. Amongthedomainadaptation algorithms,thedual-tasklearningapproach(SVMS;T ) per-
formedmostoftenbest(12/20cases).Secondmostoftenbest(5/20)performedtheconvex
combinationapproach(SVMS+SVMT ).

Fromourobservationswecanconcludethatthesimpleconvex combinationapproachworkssurpris-
ingly well. It is only outperformedby thedual-tasklearningalgorithmwhich performsconsistently
well for all organismsandtargettrainingsetsizes.






