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Abstract
Seemingly effortlessly the human brain reconstructs the threedimensional environment surrounding us from the light pattern striking the eyes. This seems to be true across almost all viewing and lighting conditions. One important factor for this apparent easiness is the redundancy of information provided by the sensory organs. For example, perspective distortions, shading, motion parallax, or the disparity between the two eyes images are all, at least partly, redundant signals which provide us with information about the three-dimensional layout of the visual scene. Our brain uses all these different sensory signals and combines the available information into a coherent percept. In displays visualizing data, however, the information is often highly reduced and abstracted, which may lead to an altered perception and therefore a misinterpretation of the visualized data. In this panel we will discuss mechanisms involved in the combination of sensory information and their implications for simulations using computer displays, as well as problems resulting from current display technology such as cathode-ray tubes.

STATEMENTS

Marc Ernst
Humans use all their senses, such as vision, audition, and touch, to interact with the environment. The information derived from these various senses has to converge in order to form a coherent percept. In general, this information can either be complementary in the different sensory modalities, such as information about an objects color or weight, or it can be redundant, such as the information about an objects shape or size derived from sight and touch. For the purpose of visualization one might want to utilize the complementary aspects of the different sensory modalities in order to increase the bandwidth for conveying information. It has to be considered, however, that in spite of the complementary nature of this information there are still often interactions that occur between the sensory modalities. The bases for these interactions are frequently statistical correlations in the occurrence of the different sources of information in the natural environment. The size-weight illusion, which I will demonstrate in this panel, is an example of such an interaction between vision and touch.

The main focus of my presentation however, will be on the combination of redundant information across the visual and haptic modality [1-3]. For example, when a person looks at an object while exploring it with the hand, vision and touch both provide useful information for estimating the objects size, shape or position. One observation is that frequently, vision dominates the integrated, visual-haptic perception. In some circumstances however, such as when judging an objects texture, the combined percept is clearly affected by haptics. I propose a general statistical principle, which is based on minimizing the variance in the final combined estimate, to determine the degree to which vision or haptics dominates. This principle is realized by using maximum-likelihood estimation (MLE) to combine the inputs. In general, each sensory estimate, $S_j$, is corrupted by noise. If the noises are independent and Gaussian with variance $\sigma_j^2$, the MLE of the environmental property is given by a weighted linear sum of the individual estimates:

$$S = \sum_j w_j S_j \quad \text{with normalized weights:} \quad w_j = \frac{1/\sigma_j^2}{\sum_j 1/\sigma_j^2} \quad (1)$$

When using the MLE rule to combine visual and haptic estimates, $S_v$ and $S_h$, the variance of the final (visual-haptic) estimate, $S$, is given by:

$$\sigma_S^2 = \frac{\sigma_v^2 \sigma_h^2}{\sigma_v^2 + \sigma_h^2} \quad (2)$$

To investigate cue combination quantitatively, I first measured the variances associated with visual and haptic estimation of height. Those measurements were then used to construct predictions derived from the MLE integrator. The models predictions and the humans behavior were very similar in a visual-haptic task. Thus, the nervous system seems to combine visual and haptic information in a fashion quite similar to MLE integration. Visual dominance occurs when the variance associated with visual estimation is lower than that associated with haptic estimation and vice versa.

To conclude, I will be discussing the benefits of multimodal computer simulations for evoking univocal percepts, which is important not only for generating more convincing VR setups but also for the unmistakable visualization of scientific data.

Martin Banks
Current 3d display systems create a depth impression from a variety of cues including binocular disparity, perspective, motion parallax, and shading. Indeed, current systems allow one to reproduce the patterns of light in the retinal images that the portrayed scene would have created. Nonetheless, such displays
are often perceived as different from the portrayed scene. In principle, there are at least three depth cues created by digital displays that could contribute to such distortions: 1) inappropriate focus cues, 2) pixelization, and 3) inappropriate motion parallax during head movements. We measured the contribution of these inappropriate screen cues to perceived slant by varying independently the slant specified by the computer graphics algorithm ("computed slant") and the physical slant of the CRT on which the stimuli were presented ("screen slant"). Planes with different computed and screen slants were presented (tilt = 0 deg) and observers indicated the amount of perceived slant. Precise spatial calibration ensured that retinal-image shapes, texture gradients, and disparity gradients were determined only by the computed slant. Across different experiments, we examined the influence of display type (monocular vs. binocular), screen distance, amount of slant, conflict between computed and screen slant, and the observers' awareness that the stimuli were presented on a CRT. Screen slant had a significant effect on perceived slant in a wide variety of conditions. The effect was larger in monocular than in binocular viewing conditions, at short distances, at large screen slants, and when observers were aware of the use of a CRT. We used regression analyses to determine the effective weight given inappropriate screen cues across the various conditions. These results show that inappropriate screen cues can have a significant effect on 3D perception and that the size of the effect depends strongly on viewing condition. These findings are highly relevant to the use of 3D displays in basic vision research and in applications such as scientific visualization, entertainment, teleoperation, and more.

Felix Wichmann

Most visualization panels today are still built around cathode-ray tubes (CRTs), certainly on personal desktops at work and at home. Whilst capable of producing pleasing images for common applications ranging from email writing to TV and DVD presentation, it is as well to note that there are a number of nonlinear transformations between input (voltage) and output (luminance) which distort the digital and/or analogue images send to a CRT. Some of them are input-independent and hence easy to fix, e.g. gamma correction, but others, such as pixel interactions, depend on the content of the input stimulus and are thus harder to compensate for. CRT-induced image distortions cause problems not only in basic vision research but also for applications where image fidelity is critical, most notably in medicine (digitizing of X-ray images for diagnostic purposes) and in forms of online commerce, such as the online sale of images, where the image must be reproduced on some output device which will not have the same transfer function as the customer's CRT. I will present measurements from a number of CRTs and illustrate how some of their shortcomings may be problematic for the aforementioned applications.

Laurence Maloney

Typical rendering packages operate on 3-dimensional 8RGBi vectors that are intended to represent the spectral character of surfaces and lights in a scene [4]. The mathematical operations performed on these vectors include component-wise addition and multiplication, and multiplication of a vector by a scalar. With this mathematical vocabulary the package attempts to simulate the flow of light through the scene to the observer's eye. The superposition of lights \([R, G, B]\) and \([P', T', B']\) is \([R + R', G + G', B + B']\), the absorption and remission of light \([R, G, B]\) by a matte surface \([r, g, b]\) is \(\gamma [rR, gG, bB]\) where \(\gamma\) is a scalar determined by the direction of incidence, the surface normal, and the direction of emission (the geometry of the scene).

The \([R, G, B]\) code assigned to an illuminant is intended to capture its color appearance to a human observer. Two light sources that are identical in appearance to a human observer must, therefore, be assigned the same \([R, G, B]\) code. However, the objects in a scene illuminated by light sources that are identical in color appearance can take on very different color appearances under the different illuminants (Fig. 1). The \([R, G, B]\) code assigned to an illuminant accurately predicts the perceived color of a light viewed directly in isolation, but does not permit prediction of how the spectral power distribution of the illuminant is altered by interaction with surfaces and active media on its passage through the scene to the eye. A physical light assigned a code \([R, G, B]\) that is absorbed and re-emitted by a surface with code \([r, g, b]\) will not, in general, emerge as light with a code \(\gamma [rR, gG, bB]\).

The mathematical operations used in rendering do not mimic the physical operations of light-surface interaction with the usual interpretation of \([R, G, B]\).

Figure 1: A Scene Illuminated under Two Lights that are Identical in Appearance when Directly Viewed. Although the human observer cannot discriminate between the lights, the interactions of the lights with surfaces lead to different outcomes (Taken from [5], Color Plate XIII. With Permission of Wiley).
We can, however, assign N-dimensional vectors to lights and surfaces in such a way that the operations of component-wise addition and multiplication of vectors and scalar multiplication do serve to mimic physical light-surface interactions. Let \( I_i, i = 1,2,\ldots,n \) be non-overlapping intervals in the electromagnetic spectrum. Let \( \varphi_i, i = 1,2,\ldots,n \) be the characteristic functions of the \( n \) intervals. Define the linear function space \( F(I_1,\ldots,I_n) \) of step functions,

\[
f(\lambda) = \sum v \varphi_i(\lambda)
\]

(3)

for any choice of \( v = (v_1,\ldots,v_n) \in \mathbb{R}^n \). Note that \( F(I_1,\ldots,I_n) \) is closed under addition and multiplication as well as scalar multiplication; the real vector space \( \mathbb{R}^n \) is closed under component-wise addition and multiplication as well as scalar multiplication. The correspondence \( v \mapsto f \) is an isomorphism of algebras [6]. The operations typically applied to vectors in rendering mirrors the addition, multiplication and scalar multiplication of functions in \( F(I_1,\ldots,I_n) \). For example, if \( f_1 \) is the spectral power distribution of a light and \( f_2 \) is the surface reflectance function of a surface, then the product of spectral power distribution and surface reflectance is \( f_1(\lambda)\cdot f_2(\lambda) = f_{1 \cdot 2}(\lambda) \) where \( \cdot \) denotes component-wise multiplication of vectors.

If all of the spectral power distributions of lights and all of the spectral reflectance functions of scenes were confined to a step-function algebra \( F(I_1,\ldots,I_n) \), then we could view the operations of rendering as operations applied to the corresponding functions. By increasing \( n \), we can create step function families that provide arbitrarily good approximations to the spectral power distributions of lights and the spectral reflectance functions of surfaces in scenes, and, consequently, we can reduce the error in rendering below any specified bound.

I will describe the \( \# \) of \( n \)-dimensional step-function algebras to collections of spectral power distributions of daylight illuminants and reflectance functions of naturally-occurring surfaces as a function of \( n \). I will also discuss the optimal choice of intervals. These methods also permit compression of such collections without loss of information essential to rendering applications.

**Heinrich B. Ihoff**

The study of human perception and cognition has changed a lot since researchers started to use more sophisticated visualization tools and virtual environments (VEIs) for their experimental studies. Since human behavior is intimately tied to the environment, in which it occurs, and the physical environment is a rich source of information an understanding of everyday behavior, then, can benefit from examining performance in similarly rich environments. In recent years it became possible to control and manipulate the environment in which perceptual experiments are conducted without having to resort to simplified and unrealistic laboratory environments. I will describe experiments conducted in high-fidelity virtual environments in which the primary focus is on the intimate relationship between perception and action. In particular, we have studied in our virtual environment laboratory driving, bicycling, as well as navigation in general, to determine what information is necessary for particular tasks. We also examine what the spatial and temporal relationships are necessary for feedback about our actions to be useful.

To enable a realistic experience, our participants are seated on a recumbent bicycle positioned in the centre of a large half-cylindrical projection screen (7m diameter) (Fig. 2). The bicycle requires them to actively steer and pedal in order to move through the environment. The design of the bicycle allows for a realistic simulation of the physical aspects of bicycle riding. A 3-pipe SGI Onyx2 InfiniteReality system is used to generate the 3500 by 1000 pixel image that is projected on the 180 by 50-degree projection screen.

![Figure 2: Virtual reality setup. 180°, 7m diameter VR theatre with recumbent bicycle positioned in the centre displaying "Virtual Tübingen".](image)
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